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7<7H: Learning of Motion Generation for Various Situations based on Sequence-to-Sequence Model

HEZE: Robots are expected to extend their applications to our general daily tasks such as cooking,
cleaning, and other humans' works. In such tasks, the robots require motion generators that generate
commands based on their situations. Here, the motion generators should receive not only the current
state but also orders that are given externally (e.g., users’ priority, limitations, and target positions).
Considering the diversity of situations in our daily lives, such external orders are diverse in both
contents and representations. In this dissertation, an issue of how the motion generators can handle

various external orders was taken.

To handle diverse external orders, motion generation via latent representations of trajectories is
expected to be effective; this approach can make the motion generators not dependent on the
representations of the external orders directly. To realize such motion generators, encoder-decoder

neural networks for time-series, also known as sequence-to-sequence (seq2seq) models, are preferable.

However, there are several issues on the use of seq2seq models for motion generation to be solved; 1)
training methods of diverse trajectories to seq2seq models, 2) association methods of external orders
to latent representations, and 3) robustness of the trained seq2seq models as well as motion generators.
Firstly, training methods to allow the seq2seq models to learn diverse motions are proposed. Secondly,
association methods between the obtained latent representations and external orders are proposed.

Thirdly, it is confirmed that the trained models are robust against fluctuations in the environment.
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